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SUMMARY

In this paper, orographic effects on mesoscale boundary-layer convection are studied through a series of
idealized numerical experiments. It is found that hills tend to weaken convective activity at their summits under
higher background winds, whilst strong updraughts can be observed at the summits, or slightly downwind of the
peaks, under light-wind conditions; these can be associated with so-called convective cores. When the background
winds are strong, the effects of the hill length on the results are only signi� cant when the height of the hill reaches
500 m. The combined effect of a sensible-heating maximum on the hill summit and baroclinic tendencies due
to the elevated heating is a tendency to produce a convective core under reasonably light-wind conditions. Under
higher-wind conditions, the strong ascents and descents on both sides of the hill, as well as the lee-wave dynamics,
seem to pose a more important impact on the convective features than the thermal forcing of the hill. A Richardson-
number balance has been proposed to explain these two kinds of response. Finally, under stronger-wind conditions,
the convective available potential energy (CAPE) is small at the summit and reaches its maximum value in the lee
of the hill while, under light-wind conditions, the air parcels at the summit have more buoyancy and the CAPE
downwind of the top of the hill is slightly larger than that elsewhere.
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1. INTRODUCTION

A number of observational and numerical studies have noted that high land or
mountain areas are frequently marked by enhanced convection and cloud-cluster gen-
eration (e.g. Martin and Schrener 1981; Tripoli and Cotton 1989; Rowell and Milford
1993), and have supported the idea that orography may play an important role in the
triggering of convection. Some of the previous studies have simulated observed cases
of orographically triggered mesoscale deep convection with explicit representation of
convection (e.g. Tripoli and Cotton 1988), but without detailed and systematic attempts
to describe the terrain-related boundary-layer shallow convection. In recent years, some
numerical studies have been carried out to evaluate the impacts of topography on the
convective boundary layer (CBL) using large-eddy simulation (LES) (e.g. Walko et al.
1992; Gopalakrishnan et al. 2000), and the results from these simulations indicate that
the impacts of the topography on the CBL are dependent on both the horizontal and
the vertical scales of the terrain. Although LES has been thought to be the best and
fundamental approach to turbulence modelling, and to be particularly useful for mod-
elling the unstable and convective boundary layer, its application in mesoscale sim-
ulations is computationally limited. In most cases, LES is performed over relatively
small domains with resolutions ranging from centimetres to one or two hundred metres.
Mesoscale simulation, where the horizontal resolution is generally not less than 1 km,
precludes any attempts to resolve the turbulent motions and the standard turbulence
closure schemes (e.g. � rst-order closure, 1.5-order closure) are still widely used in many
numerical models.

Although some previous studies (e.g. McNider and Pielke 1981; Bader et al. 1987;
Bader and McKee 1991) have simulated the evolving mesoscale boundary layer over
complex terrain using traditional numerical models in association with a standard tur-
bulence closure scheme, there have been relatively few systematic idealized modelling
¤ Corresponding author: Institute for Atmospheric Science, School of the Environment, University of Leeds,
Leeds, LS2 9JT. e-mail: doug@env.leeds.ac.uk
c° Royal Meteorological Society, 2002.
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studies of the impacts of the topography on the mesoscale boundary-layer convective
features. On the other hand, with the results and the insight provided by the above-
mentioned LES simulations of the CBL over relatively small-scale terrain, one may
expect to be able to know whether generally similar results can be obtained when a
numerical model having standard turbulence closure schemes (rather than LES) is used
over relatively large domains, i.e. of the order of 20 km to 100 km.

In the present work, a numerical model is used in association with standard
turbulence closure schemes to study the potential in� uences of orography on mesoscale
boundary-layer convective features through a series of idealized numerical experiments.
Efforts are made to test the dependence of the simulations on various assumptions.
Section 2 describes the numerical model and section 3 outlines the simulation para-
meters. Section 4 describes results and model diagnostics, while section 5 provides
discussion and conclusions.

2. MODEL DESCRIPTION

The primary tool used in this study is a three-dimensional (3D) Boussinesq
boundary-layer model, BLASIUS, described by Wood and Mason (1991, 1993). The
model is non-hydrostatic and employs the terrain-following coordinate system de� ned
by Clark (1977). The model grid is staggered and uses a non-uniform vertical grid with
much higher resolution in the boundary layer. In the current form, the model includes
explicit water vapour, but condensation and latent-heat release are not included and
humidity is only calculated to correct the virtual temperature and to diagnose convective
parameters such as convective available potential energy (CAPE). The inclusion of cloud
process in the model is beyond the scope of the present study and will be addressed in
future work.

Wood (1995) found good agreement between two-dimensional (2D) simulations
using this nonlinear model and theoretical predictions, while Hewer (1998) used this
same model to simulate the wind � eld over a hill of about 100 m high and axisymmetric
in shape, and found that the model can give good predictions of the mean wind � eld
when compared with observations. No attempts are made here to test the model’s
reliability and its ability to predict speci� c observational cases; rather the model is used
to explore the dependence of � ow characteristics on controlling parameters.

In the current study, the model has been run in a 2D con� guration. Although the
assumption of two dimensionality unavoidably imposes some constraints on the real
circulation, it is generally justi� able for horizontal convective rolls, which are the most
common forms of boundary-layer convection, or the initial mode of shallow boundary-
layer convection (Weckwerth et al. 1999). The results of the three-dimensional LES
simulations by Gopalakrishnan et al. (2000) indicated that neither the length nor the
height of the hills has an appreciable in� uence on the time- and space-averaged variance
of the velocity � eld in the y-direction because of topographical homogeneity, while our
limited 3D test runs, which were performed over a 40 km £ 10 km horizontal domain
with a 2D ridge extending uniformly in the y-direction, also show that the convective
features in the y-direction are homogeneous. Apart from the important assumption of
two-dimensionality, another uncertainty lies in the representation of turbulence. The use
of LES is excluded from the current study, as described above. The 1.5-order closure
scheme is generally thought to be better than a � rst-order mixing-length closure scheme,
especially for convective boundary-layer simulations, but our test runs show that the
1.5-order closure scheme gives similar answers to the � rst-order mixing-length scheme.
For computational ef� ciency, the � rst-order mixing-length closure has been adopted in
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SIMULATION OF OROGRAPHIC EFFECTS ON CONVECTION 1931

the current study. It should be pointed out that the mixing-length scheme in our model
is similar to that employed in three-dimensional LES (e.g. Deardorff 1977), except
that the model is run in a two-dimensional con� guration and the upper bound to the
mixing length, l0, is prescribed. Mason and Sykes (1982) pointed out that l0 had an
effect on model simulations, and the appropriate approach was to use the observations
to determine the dominant scale of small eddies. However, their results, as well as the
observations of LeMone (1973), suggest that a choice of around 50 m is a reasonable
one. In this work, l0 is � xed at 50 m.

3. DESCRIPTION OF THE NUMERICAL EXPERIMENTS

A 10 km deep domain is chosen and an arti� cial Rayleigh damping layer is added
to the top half of the model domain so that upward-propagating wave energy is damped
to negligible amplitudes to minimize re� ection when it reaches the upper boundary.
The choice of the domain length is important because the tendency of two-dimensional
models to transfer energy (mainly towards low wave numbers) leads to an impact of
domain size on the results (Schadler 1990). Mason and Sykes (1982) also found that
the length of the domain affects the number of rolls in the simulation domain, and that
a bigger domain size results in more rolls, while Moeng and Sullivan (1994) found
that a small domain size makes it dif� cult to determine the roll orientation in 3D
simulations. To clarify the extent to which the model domain length affects the results
and to determine what the appropriate domain length is for the current study, domains of
length 20, 40 and 60 km were tested in several runs at � rst; the results are discussed in
section 4. The mesh is uniformly spaced in the x-direction with a grid space of 1 km. In
a high-resolution test run, a grid space of 250 m is used. For all runs, the vertical mesh
is stretched and has 50 points.

The boundary conditions imposed around the simulation domain are the following.
Lateral boundary conditions are periodic. At the top boundary the vertical velocity is
zero, while zero vertical � uxes are assumed for horizontal wind components; a no-
slip condition is applied at the lower boundary. The lower boundary conditions for
temperature and humidity are supplied by a full energy balance scheme described by
Huntingford et al. (1998) in which the energy input A from incoming radiation is
balanced by sensible- and latent-heat � uxes. The heat � uxes into the model during the
simulation can be controlled by changing A and the surface resistance, r s.x/.

All model runs were initialized with results from 1D simulations and the model
was integrated forward in time for three hours, by which time an approximately steady-
state solution was reached, in which the mean model state was slowly varying relative
to the advection time. The time step was initially set to 0.1 s and adjusted by the model
according to numerical stability criteria during the model run. The model parameters,
which may be varied between different runs, are:

² the maximum height, h, and width, l, of the hill;
² the large-scale geostrophic wind, ug;
² the energy input, A, into the model and the surface resistence, r s.x/.

For all runs with a hill in the centre of the domain, the hill pro� le satis� es

Zs.x/ D h cos2
±¼x

l

²
: (1)

While observational, numerical and theoretical studies have shown that buoyancy,
wind speed and vertical wind shear are dominant factors that affect the boundary-layer
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Figure 1. Initial pro� les of (a) wind speed, (b) potential temperature and (c) humidity from two one-dimensional
runs. Dashed lines and solid lines indicate the results from simulations with geostrophic winds of 2 m s¡1 and

10 m s¡1 , respectively.

TABLE 1. MODEL CONFIGURATIONS FOR DIFFERE NT RUNS

Con� guation Hill top Hill width A ug rs.x/

(m) (km) (W m¡2) (m s¡1) (s m¡1)

A1 100.0 10.0 480.0 10.0 150.0
A2 200.0 10.0 480.0 10.0 150.0
A3 500.0 10.0 480.0 10.0 150.0
A4 500.0 10.0 480.0 10.0 100.0
A5 500.0 10.0 480.0 10.0 1.0 £ 109

A6 500.0 10.0 96.0 10.0 1.0 £ 109

A7 500.0 10.0 48.0 10.0 1.0 £ 109

A8 500.0 10.0 0.0 10.0 1.0 £ 109

A9 100.0 20.0 480.0 10.0 150.0
A10 200.0 20.0 480.0 10.0 150.0
A11 500.0 20.0 480.0 10.0 150.0
A12 500.0 20.0 0.0 10.0 1.0 £ 109

A is the energy input into the model, ug is the geostrophic wind, and rs.x/ is the
surface resistance.

convective features (e.g. LeMone 1973; Moeng and Sullivan 1994; Weckwerth et al.
1997; and many others), we are interested in terrain-related effects under conditions of
certain combination of these three factors. Two background wind speeds, u g, were used
in this study, i.e. 2 m s¡1 and 10 m s¡1 representing light-wind conditions and stronger-
wind conditions, respectively. The results are discussed with respect to different wind
conditions in association with different surface energy inputs, but no attempts are made
to address the effects of the wind shear on convective features that have been well
documented in previous literature.

Figure 1 shows some of the initial � elds produced by running the model in 1D
with a surface energy input of 480 W m¡2, and large-scale geostrophic westerly wind
components of 10 m s¡1 and 2 m s¡1, respectively.

The 12 basic con� gurations used in various runs are listed in Table 1. Twelve other
con� gurations that are used (labelled hereafter as B1–B12) are identical to A1–A12
except that the large-scale geostrophic westerly wind ug is 2 m s¡1. The Coriolis
parameter f and the basic state stability N (Brunt–Väisälä frequency) are � xed for all
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Figure 2. Hovmöller diagrams of the vertical velocity from two runs with domain lengths (a) 60 km, and
(b) 20 km. The model con� guration for these two runs is B3 (see text). The sections are taken at 600 m above
ground level and the whole model domain is shown. The time series was gathered every 5 min, after 30 min of

model simulation.

runs with f D 10¡4 s¡1 and N D 0:012 s¡1. The other model parameters not listed in
Table 1 have the same values for all runs, unless otherwise stated.

4. RESULTS AND DIAGNOSTIC ANALYSIS

(a) Effects of domain length on the results
Mason and Sykes (1982) tested the effects of domain length on the results from

their 2D simulations over � at and relatively small domains and found that the 4 km and
8 km domains gave very similar (and, thus, presumably domain-length independent)
results. Here, we � rst consider three domains of length 20 km, 40 km and 60 km.

The Hovmöller diagrams of vertical velocity from two runs with domain lengths
20 km and 60 km, respectively, (not shown) for model con� guration A3 indicate that the
characteristics of the convective cells, such as cell spacing and cell size, are not sensitive
to the domain length. The time for the model to reach a near steady-state solution is
slightly affected by domain length, the larger domain length needing a longer time for
the model to reach a quasi-steady state. The same simulations were also produced based
on model con� guration B3 (light-wind conditions) (Fig. 2). In this case the results over
the 20 km domain provide far less information about the modi� cation of eddies passing
between a � at surface and a hill than those over the 60 km domain. When a 40 km
domain is used, the results are quite similar to those of simulations with a 60 km model
domain, and so a 40 km domain is used in all subsequent runs.

Finally, to con� rm that the horizontal resolution and the turbulence closure scheme
used in this study can produce reasonable convective features, a run with � rst-order
scheme and much higher horizontal resolution (horizontal grid spacing 250 m) and
a run with the 1.5 order scheme but the low horizontal resolution (horizontal grid
spacing 1 km) were produced. The model con� guration for these two runs is A3 and
the model domain is 40 km. The Hovmöller diagrams of vertical velocity from these
two simulations are depicted in Fig. 3. The solutions are sensitive to the horizontal
resolution but are not sensitive to the turbulence closure scheme. In the high-resolution
simulation the convective features are more � nely resolved and the convective eddies
are more intermittent and sporadic. Although the higher horizontal resolution solution
is presumably more realistic, the general features are not lost in the low horizontal
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Figure 3. Hovmöller diagrams of vertical velocity from (a) the high-resolution run and (b) the run with the
1.5-order turbulence closure scheme. Both runs were performed over 40 km horizontal domain with model
con� guration A3 (see text). The section is taken at 600 m above ground level. The vertical pro� les of (c) the
horizontally averaged potential temperature and (d) the horizontal velocity u at model simulation time 180 min

for both simulations are also shown (the high-resolution run is represented by asterisks).

resolution simulations and the mean structure of the temperature and horizontal velocity
� elds at � nal stage of the model simulation in both runs is nearly the same.

(b) Effects of the hill on convective features under strong background wind conditions
Without any perturbation, the model generates no vertical motions over a � at, but

uniformly heated, surface. We start all the simulations with a hill located in the model
domain to produce perturbations and, hence, to trigger vertical motions.

(i) Overall features. The Hovmöller diagrams of vertical velocity from simulations
with model con� gurations A1, A2, A3 and A11 are presented in Fig. 4. It is evident
that organized vertical motions develop in all cases with convective motions being � rst
generated downstream of the hill. After about an hour’s simulation, the model steady-
state solution seems to be reached and linear convective eddies move steadily along
the main wind direction with a speed around 6.6 m s¡1. Also noticeable is that overall
features exhibited in the Hovmöller diagrams of vertical velocity are not signi� cantly
in� uenced by hills with different heights and widths. These convective eddies seem to be
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Figure 4. Hovmöller diagrams of vertical velocity from simulations with different model con� gurations.
Panels (a), (b), (c) and (d) correspond to model con� gurations A1, A2, A3 and A11, respectively (see text).
The sections are all taken at 600 m above ground level. The line in each panel represents a speed of 6.6 m s¡1.

independent of the hills when they have reached steady state, and the hills tend to disturb
them, rather than destroy them or create new ones, because the hills are signi� cantly
shallower than the boundary-layer and eddy depths.

A comparison between Fig. 4(d) and Figs. 4(a), (b) and (c) reveals that the hill width
forces more signi� cant differences in convective features than the hill height. When the
hill has a width and a height of 20 km and 500 m, respectively, there are fewer convective
eddies in the simulation domain and some of them are too weak to persist over the hill
(Fig. 4(d)), while there are at least four steadily propagating convective eddies in the
domain when hill has a width of 10 km (Figs. 4(a), (b) and (c)). However, the simulations
with model con� gurations A9 and A10 (not shown) exhibit no signi� cant differences in
their results when compared with the simulations with model con� gurations A1 and
A2. This suggests that, when the hill reaches a certain height, the length of the hill has
a signi� cant impact on the convective features while, below that height, different hill
lengths make only small differences in the CBL features. This is consistent with the
results of the LES simulations by Gopalakrishnan et al. (2000), which indicate that the
higher the hills, the stronger the impact of the hill length on the CBL properties.

The signature of the terrain-related vertical motions can be noted from Figs. 4(b),
(c) and (d). To see this more clearly, Fig. 5 shows the Hovmöller diagram of vertical
velocity from the run with model con� guration A8. Without surface heating the convec-
tive eddies disappear, but vertical motion generated solely by the terrain is evident. The
forced ascent on the windward slope can be detected throughout the simulation, while
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Figure 5. As in Fig. 4(c), but for zero energy input at the surface.
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Figure 6. Horizontal distributions of the corresponding mean (dotted line) and standard deviation (solid line)
of the vertical-velocity � elds illustrated in Fig. 4. Panels (a), (b), (c) and (d) correspond to model con� gurations
A1, A2, A3 and A11, respectively (see text). The corresponding mean (dot-dashed line) and standard deviation
(dashed line) of the vertical-velocity � elds from simulations A8 and A12 are plotted in (c) and (d), for comparison.

strong descent forced by the wave structure above the hill-summit level is more obvious.
On the other hand, vertical motions downstream of the hill, which may be related to lee
waves, also exist. Above the CBL the terrain-induced waves are more easy to detect (not
shown).

More evidence about these background waves can be seen in Fig. 6, which shows
the corresponding mean and standard deviation of the vertical-velocity � elds illustrated
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Figure 7. Time–height cross sections of the vertical velocity (a) and (b) at the centre of the model domain
and (c) and (d) 10 km downstream of the domain centre. The model con� gurations are: (a) and (c) A11, and
(b) and (d) A3. The corresponding potential-temperature � elds are superimposed on each panel for reference

(dot-dashed lines).

in Fig. 4. For comparison, the correspondingmean and standard deviation of the vertical-
velocity � elds from the simulations with model con� gurations A8 and A12 are also
depicted in Fig. 6. The windward slope and downwind slope of the hill are marked
by upward motion and downward motion, respectively, as is evident in Figs. 6(b), (c)
and (d). The strongest ascent and descent were generated by the hill with a height and
width of 500 m and 10 km, respectively, while the largest variability in the horizontal
distribution of the standard deviation was associated with a 500 m high and 20 km wide
hill. It is also evident in Fig. 6 that the wave amplitudes over and downstream of the hill
are large when the surface is not heated, and are diminished when heating is fuelled into
the model (see Figs. 6(c) and (d)).

By comparing Figs. 4 and 5, we can see that these steady-state convective eddies are
superimposed on background vertical circulation patterns generated dynamically by the
terrain. It is interesting that these propagating eddies are signi� cantly affected by strong
ascent and descent over the hill, but regain their original properties (see Figs. 4(c) and
(d)) once they have passed the hill.

Information about the evolution and vertical structure of an individual convective
eddy can be inferred from time–height cross sections at speci� c sites. Figure 7 shows
the time–height cross section of the vertical velocity at a point 10 km downstream and
at the centre of the domain. The hill centred in the domain has the same height of
500 m but different widths, i.e. 10 km and 20 km. The time at which convective motion
begins to set in is affected by the width of the hill; for smaller widths the convection
sets in earlier downstream of the hill. Figure 7 also indicates that the convective eddies
downstream of the longer hill appear to have higher strengths and extend deeper in the
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1938 W.-S. TIAN and D. J. PARKER

vertical while, just above the hill, the eddies have higher strengths for the shorter hill.
As a matter of fact, the maximum w is 3.9 m s¡1 in Fig. 7(c) (the biggest value among
these four cases) and 1.9 m s¡1 in Fig. 7(a) (the smallest among these four cases). The
convective eddies are not well de� ned at the summit of the hill, especially for a longer
hill, (Fig. 7(a)), while the convective layer is shallower at the summit than downstream
of the hill (although the absolute height of the CBL top is approximately the same).

Careful examination of Fig. 7 indicates that a period of about 30 min can be
inferred for the updraughts and downdraughts exhibited in Fig. 7(d), while a slightly
longer period of 35 min is suggested in Fig. 7(c). If these eddies move with a speed
of 6.6 m s¡1, as implied in Fig. 4, the 30 min period suggests a cell spacing of about
12 km for these convective eddies, and the 8 min life cycle implies a cell size of about
3 km. These results con� rm the eddy properties exhibited in Fig. 4. The observational
study by Raymond and Wilkening (1980) showed that, at lower levels, the heat � ux
was transferred upwards, primarily via the 3–4 km convective eddies. Although eddy
properties may be sensitive to the turbulent scheme and the model resolution used, the
bulk characteristics should be less sensitive, as suggested by the test runs discussed in
the previous sections.

Figures 4 and 7 also indicate that the effects of the hill on the convection seem to be
more pronounced at the initial stage of the model simulation. If the initial stage of the
model simulation is regarded as the initial development of the convection, and the � nal
stage of the model simulation is taken as the mature stage, then the mature convective
structure is largely governed by the environmental conditions, such as wind speed and
surface heat � ux, and only weakly disturbed by the hill while, during the initial stage
of the convective development, the effects of the hill are more signi� cant. However, it
should be pointed out that, during the initial stage, the model adjustment from the 1D
initial pro� le may have also in� uenced the convection.

(ii) Eddy vertical-velocity variance characteristics. To gain more insight into the
question of whether hills with different heights and widths have different impacts on the
convective properties, the vertical-velocity variance w2 was examined. Here, we de� ne

w2
t

as the time-averaged variance obtained by averaging w 2.x; y; t/ from the model

simulations over the last 60 min. w2
t;x

and w2
t ;z

are obtained by performing further

averaging on w2
t

in the x-direction and z-direction, respectively. Figure 8 depicts the

corresponding w2
t ;z

and w2
t ;x

for the vertical-velocity � elds presented in Fig. 4. It can

be noted that the vertical distributions of w2
t;x

generally have the same character in the
CBL for different cases, that is with a maximum in the middle of the mixed layer and

minima near surface and above the mixed layer. These vertical distributions of w 2
t;x

are
typical of observations of a CBL (Mason and Sykes 1982), but the effects of hill height

and width on them are not well pronounced, and the maximum w 2
t;x

is only slightly
different for different hills.

One point that needs to be addressed again is that the maximum w 2
t

over a longer
hill is indeed larger than that over a shorter hill of 500 m height. Above the CBL, some

differences also exist. When the hill reaches a height of 500 m, the magnitude of w 2
t ;x

above the CBL becomes signi� cant. When the hill length is changed to 20 km, the value

of w2
t ;x

above the CBL is even larger. The increase in w 2
t;x

above the CBL is related
to the gravity waves induced by the hill.
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Figure 8. Horizontal and vertical distributions of the time- and space-averaged vertical-velocity variance

(a) w2
t ;z

and (b) w2
t ;x

over different hills for simulations with model con� gurations A1 (dotted lines), A2 (dot-
dashed lines), A3 (full lines), and A11 (dashed lines) (see text).

The horizontal distribution of w2
t ;z

is affected by the hill with more complexity
than the vertical distribution, as can be seen in Fig. 8(a), and the effects of the hill on

w2
t;z

are different over different regions of the model domain. The strength of eddies at
the summit of the hill is much weaker, probably because of the offset effects between the
convective eddies and the forced ascent and descent of air� ow on either side of the hill
(as seen in Fig. 4). This decrease of eddy strength over the hill is more signi� cant when
the hill is 500 m high and 20 km wide. However, the strength of eddies downstream of
the 500 m high and 20 km wide hill is the strongest. Similarly, it is found that the strength
of eddies downstream of the 200 m high and 20 km wide hill is slightly stronger than
that for a 200 m high and 10 km wide hill. This further suggests that the length of a
relatively high hill has an important impact on the eddy energy distribution, especially
downstream. Some hints about this argument can be obtained from the life cycles of
the updraughts and downdraughts implied in Figs. 7(b) and (d). The life cycles of the
updraughts are generally the same in Figs. 7(c) and (d), i.e. about 8 min on average,
but the life cycles for the downdraughts are different. In the case of the longer hill, the
descent of the air in the lee persists longer than for the shorter hill. This implies that
the surface air has a longer time to accumulate convective energy, leading to higher
convective energy and, hence, to fewer but stronger updraughts.

The horizontal distribution of w2
t;z

in the case of a 500 m high and 10 km wide hill
does not agree well with the others, especially, at the summit of the hill. The convective
activities upstream and downstream of the 500 m high and 10 km wide hill seem to be
more uniformly distributed, while the eddy energy distributions over other hills exhibit
a wave-like form with three distinct minima, one just downstream of the summit in the
model domain, and four maxima. One possible reason may be that a steep hill may have
more signi� cant effects on the small-scale mixing process at lower levels upstream and
downstream of the hill. On the other hand, vertical motion dynamically induced by the
terrain may affect the energy distribution patterns exhibited in Fig. 8.

To evaluate the potential contributions of the terrain-induced wave energy, and of
the energy presented in the forced ascents and descents, to the total vertical-velocity
variance (w2) illustrated in Fig. 8, we simply assume that no interaction exists between
the waves and the convective eddies so that the dynamically related energy w 2

0 can be
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Figure 9. (a) The horizontal distribution of w2
0

t ;z
= w2

t;z
and (b) the vertical distribution of w2

0

t ;x
= w2

t;x
evaluated

from the simulations A3 and A8 (solid lines), A11 and A12 (dashed lines) (see text).

inferred from the simulations in which no heat � ux is fuelled into the model from the
surface.

Figure 9 shows the horizontal and vertical distributions of w2
0

t;z
= w2

t;z
and

w2
0

t;x
= w2

t ;x
which are obtained from the simulations with model con� gurations A8 and

A12 in association with simulations with model con� gurations A3 and A11 respectively.

It can be seen that w2
0

t ;z
is twice as large as w2

t;z
just over the downwind slopes of the

hills. This again suggests, on one hand, that the offset effects between the convective
eddies and the forced descents of air� ow over the downwind slope of the hill exist and

lead to low w2
t;z

and, on the other hand, that the forced ascents and descents, which

give rise to large w2
0

t ;z
and, hence, large w2

0

t ;z
= w2

t;z
, have a large impact on w2

t ;z
at

the summit of the hill. Downstream of the hill, the contribution of the lee-wave energy
to the total resolved eddy energy is also signi� cant while, upstream of the hill where

the waves are insigni� cant, w2
0

t;z
is relatively small compared with w2

t;z
. In fact, both

Figs. 6 and 9 suggest that terrain-induced waves seem to be weakened by the convective
eddies since the mean pro� le is relatively unchanged in these simulations. This issue
is addressed further in the next section. An examination of the horizontal distribution
of w2

0

t;z
indicates that the horizontal distribution of w2

0

t;z
= w2

t;z
is more dependent on

w2
0

t;z
than on w2

t;z
.

The vertical distributions of w2
0

t;x
= w2

t ;x
show that the dynamic effect of the hills

on the total resolved variance (w2) is relatively small in the mixed layer, while being
much larger above the mixed layer. The other feature worthy of emphasizing is that the
differences in these vertical distributions corresponding to hills with different widths are
not signi� cant in the mixed layer.

(iii) Effects of buoyancy and evaporative � ux. As we have already seen in Fig. 5, the
convective eddies disappear when surface heating is switched off. In fact, the simulation
with con� guration A7 gives nearly the same results (not shown) to those exhibited in
Fig. 5. When con� guration A6 is used (i.e. the energy input is increased to 96 W m ¡2)
linear organized convective eddies appear (Fig. 10(a)), although they are still much
weaker than the eddies exhibited in Fig. 4, and some of the eddies are so weak that the
signals of terrain-induced waves become even more evident. This con� rms that energy
input into the model from the surface is crucial for the formation of the linear organized
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Figure 10. As Fig. 4, but for con� gurations (a) A6 and (b) A5 (see text).

convective eddies described above. It should be noted that, in our model, the energy
input is partitioned into two parts: buoyancy � ux and evaporative � ux. Con� gurations
A6 and A7 imply that the evaporative � ux is essentially turned off by setting r s.x/ to a
large value, so that the buoyancy � ux equals the energy input. The observational study
by Weckwerth et al. (1999) also indicated that the formation of horizontal 2D convective
rolls was dependenton the magnitude of the buoyancy � ux. They showed that horizontal
convective rolls formed when the surface buoyancy � ux was greater than 50 W m ¡2 for
all observed wind speeds. This critical value of surface buoyancy � ux for roll formation
is much smaller than that suggested in our model simulations. However, one should note
that this critical value suggested by the model simulation is rather coarsely determined
on the one hand, and may be sensitive to the resolution and turbulent scheme used in the
model on the other.

When the buoyancy � ux is increased further to 480 W m¡2, but the evaporative
� ux is still switched off, some of the convective eddies are intermittent (Fig. 10(b))
and less weak, while some stronger eddies are still organized and steady. Under such
circumstances, the effects of the hill on convective features are not evident; even the
forced ascents and descents on both sides of the hill are not visible any more, and the
CBL is mostly affected by buoyancy � ux.

Figure 11 shows the x–z cross sections of the time-averaged velocity variance w 2
t

obtained from simulations with model con� gurations A5, A6 and A8. It is evident that
the waves are strong without surface heating (Fig. 11(c)), while the waves disappear
when the surface heating is large (Fig. 11(a)). Figure 11 further suggests that surface
� ux has a large impact on both waves and convection. It also implies that convection
tends to weaken terrain-induced waves, as has been mentioned above.

To understand the dependence of the results on evaporative � ux and humidity,
two runs were designed: one run is based on con� guration A4, the other is based
on con� guration A3, but the initial humidity is twice as that shown in Fig. 1. The
results from these two simulations show no signi� cant difference in the convective
features when compared with the results from the simulations with con� guration A3.
The results here suggest that the boundary-layer convective features are not sensitive
to surface evaporative � ux in the absence of changes in sensible-heat � ux or cloud-
moisture processes.
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Figure 11. The x–z cross sections of the time-averaged velocity variance w2
t

obtained from simulations with
model con� gurations (a) A5, (b) A6 and (c) A8. The averaging period is 120–180 min. The contour intervals in (b)
and (c) are 0.5 m2s¡2. The � rst contour in (a) is 0.5 m2s¡2 , and the other contours have an interval of 4 m2s¡2.

(c) Effects of the hill on convective features under light background wind conditions

(i) Overall features. The Hovmöller diagrams of vertical velocities for simulations
with model con� gurations B1, B2 , B3 and B11 are presented in Fig. 12. The convective
features in Fig. 12 are quite different from those in Fig. 4. At this stage, an appreciation
is necessary of whether the features exhibited in Fig. 12 are related to terrain-induced
waves. In fact, with light background winds which remain essentially constant with
height, as depicted in Fig. 1, any terrain-induced waves are weak or, at most, appear as
a shallow wave with only weak vertical currents. The Hovmöller diagram of vertical
velocities from the simulation with model con� guration B8 indicates that there are
no strong vertical motions over and downstream of the hill (not shown) and, hence,
no distinct gravity waves are generated under such circumstances.
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Figure 12. As Fig. 4, but for light-wind conditions. See text for the signi� cance of the letters A and B.

Figure 12 demonstrates that there are more convective cells in the domain than
under stronger-wind conditions, but some of these eddies are not steady. These convec-
tive eddies are more stationary and less organized under light background winds than
those under stronger background winds. Some of the previous observational studies, as
well as model simulations, have suggested that there is a minimum wind-speed criterion
that must be met before organized boundary-layer convection is formed (e.g. Malkus
and Riehl 1964; Weckwerth et al. 1997).

The convection downstream of the hill develops more slowly than that upstream
while, as we have noted, under stronger background winds convection develops more
quickly downstream of the hill. As in Fig. 4, Fig. 12 shows that the convective features
for different hills are generally the same, although some slight differences in the cell
number and intensity, as well as in the cell steadiness, can be noted between different
hills. Figure 12 shows, furthermore, that the convective eddies are � rst generated near
the hill, and then more eddies begin to set in successively both upstream and down-
stream. Also of interest is that the upward motions seem to be generated continuously
just at the foot of the hill (marked by the letter A in each panel of Fig. 12). Once these
updraughts are generated, they drift slowly and steadily downstream and, after some
time, new updraughts appear at the same place (marked by letter B in each panel of
Fig. 12).

Particularly noticeable is the strong and stationary, or slow-moving, updraught at
the summit of the hill, or slightly downwind of the peak. Note that the vertical motions
at the summit of the hill under stronger-wind conditions are quite weak. It is necessary
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Figure 13. The horizontal distribution of the time-averaged surface buoyancy � ux under different background
winds (the solid line is for stronger-wind conditions and the dashed line is for light-wind conditions). The

averaging period is 120–180 min.

here to make clear again the relative importance of the mechanical as opposed to the
thermal forcing of a hill. Figure 13 shows the horizontal distributions of the surface
buoyancy � ux under different background winds obtained from simulations with model
con� gurations A3 and B3. The surface buoyancy � ux increases on the top of the hill
due to the lower surface temperature and the consequent decrease of the evaporative
� ux. It can also be noted that the horizontal distributions of the surface buoyancy � ux
under different background winds are nearly the same, i.e. the thermal forcing of the
hill is independent of the wind conditions. We believe that the thermal effects of the hill
under light-wind conditions are dominant, while the mechanical forcing of the hill under
stronger background winds is more important in terms of the hill-induced effects on the
boundary-layerconvective features. Under stronger backgroundwinds, the forced ascent
and descent over the hill seem to act to suppress the terrain-induced thermal effects, so
that although there is signi� cant increase of the surface buoyancy � ux over the hill top,
no corresponding convective activities can be observed. However, when the background
winds are small, the forced ascents and descents are weak and the heat-� ux anomaly
induced by the hill comes into action. The strong updraughts at the summit, or slightly
downwind of the peak, are probably partly caused by this elevated heat-� ux anomaly
and the consequent baroclinicity.

Observational studies (e.g. Braham and Draginis 1960; Raymond and Wilkening
1980) have shown that, under light winds, a convective core exists over the mountain, or
slightly downwind of the peak, in which there are many strong updraughts and down-
draughts with a net, but much weaker, upward motion. The strong updraughts exhibited
in Fig. 12 may be related to this so-called convective core. In their observations, the ulti-
mate origin of the energy source that drives the eddies is not clear, but their observations
did show that large values of the heat � ux exist over the mountain range. In the current
circumstances, the increase of the surface buoyancy � ux over the hill top is due to the
decrease of temperature over the hill top.

(ii) Eddy vertical-velocity variance characteristics. As in Fig. 8, Fig. 14 shows the

corresponding w2
t ;z

and w2
t ;x

for the vertical velocity � elds presented in Fig. 12.
A comparison between Figs. 14 and 8 indicates that, under light background wind

conditions, the differences in the horizontal distributions of w2
t;z

for different hills
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SIMULATION OF OROGRAPHIC EFFECTS ON CONVECTION 1945
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Figure 14. As Fig. 8, but for light-wind conditions.

are not so signi� cant as those under stronger background wind conditions. A well
pronouncedmaximum over the lee slope, which is related to the quasi-stationary upward
motions near the centre of the domain (as illustrated in Fig. 12), can be noted in Fig. 14

for all kinds of hill. Also apparent is that w2
t ;x

is much larger than that under stronger
background winds.

It can seen from Fig. 14 that the largest w2
t ;x

corresponds to the hill with a height of

200 m while the largest w2
t ;z

is associated with the 500 m high and 20 km wide hill. In
the case of the 200 m high and 10 km wide hill, there are more eddies in the domain and

the convective core is not clearly de� ned (see Fig. 12). As a result, w 2
t;z

is smallest over
the lee of the hill, but the overall convective activity in the convective layer determined

by, say, w2
t ;x

is large. When hill is 500 m high, the convective core is well pronounced

and, hence, w2
t ;z

is relatively large. The results here suggest again that the effects of the
hill on the convective properties are not simply dependent on the slope of the hill.

The horizontal and vertical distributions of w2
0

t ;z
= w2

t ;z
and w2

0

t;x
= w2

t ;x
, which

are identical to those in Fig. 9 but for light-wind conditions (not shown), indicate that

w2
0

t;z
= w2

t ;z
is quite small in the mixed layer and that the � uctuations exhibited in

the horizontal distributions of w2
0

t;z
= w2

t;z
are mainly caused by the variations of the

strength of the thermal eddies. This may further indicate that the gravity waves under
light background wind conditions are negligible and that the dynamical effects of the
hill on the boundary-layer convection are less important than those under stronger-wind
conditions.

As under stronger background wind conditions, the CBL features are largely
affected by the surface buoyancy � ux under light background winds. However, if the
surface buoyancy � ux is increased to 480 W m¡2, the nearly stationary and strong
updraught just over the hill is still quite evident (not shown). This suggests that the
effects of the hill on the convection are still signi� cant, even when the surface buoyancy
� ux is much larger (in contrast to the strong-wind case).

(iii) Analysis of the convective core. A careful look at Fig. 12 reveals that the strong
updraughts at the summit of the 100 m high and 200 m high hill are less stationary. The
Hovmöller diagram of vertical velocity for simulations with model con� guration B10
(not shown) also indicates that the strong updraughts at the summit of the 200 m high
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1946 W.-S. TIAN and D. J. PARKER

0.1 0.5 2.6 13.4 68.4 350.0
Ri

0
5

10
15
20
25
30

M
ax

<w
**

2>

(b)

Convective Core

0 1 2 3 4 5 6 7 8 9 10
Fr

0
5

10
15
20
25
30

M
ax

<
w

**
2>

(a)

Figure 15. Domain-maximum vertical-velocity variance, from the last two hours of simulations, plotted against
(a) the Froude number, Fr, based on the background stability, and (b) the Richardson number, Ri , based on the
surface temperature anomaly, as described in the text. Simulations with surface heat � uxes identical to those in
con� guration A2 are plotted as circles and those with other heat � uxes as diamonds. In (b) the regime for which

a convective core is evident is denoted by shading.

and 20 km wide hill drift downwind of the hill top. One needs to clarify under what
circumstances the strong updraughts over a hill remain essentially stationary and form
the so-called convective core, rather than drifting away from the hill top.

An important parameter controlling the � ow response to the topography is Froude
number (Fr D U=Nh). Within a convective boundary layer, the value of N is close to
zero and the Froude number is not meaningful, but a Froude number based on the
stability of the background� ow above the boundary layer can be computed. Figure 15(a)
shows a decrease in the domain-maximum vertical-velocity variance with this Fr, but
there is considerable scatter according to simulations with different surface heat � uxes.
Use of a background N in the computation of Fr is unsatisfactory since we expect the
convective eddies to be controlled by CBL processes, and so here we attempt to relate
the numerical results to a non-dimensional parameter controlled by the thermal forcing
at the surface.

Under light background winds, there are two basic scenarios of � ow over hills:
when the hill is relatively low with a small slope, the air may � ow slowly over the
hill and the convective eddies can also drift along with main winds; when the � ow
approaches a relatively steep hill the bulk properties of the � ow may change. Windward
of the hill, some portion of the approaching � ow may be de� ected to form a roll
vortex at the hill base while the rest of the � ow streams over the hill to form a lee
eddy. To demonstrate these kinds of phenomena, Fig. 16 shows the contour plots of
the horizontal and vertical velocities averaged over last 30 min of the simulations
with model con� guration B3. A weak vortex at the windward hill base and a strong
lee eddy can be inferred from the horizontal velocity � elds, while the convective
updraught regions are marked by low-level convergence and upper-level divergence. An
examination of the correspondingHovmöller diagram of horizontal velocity (not shown)
indicates that a weak roll vortex at the windward hill base and a strong lee eddy appear
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SIMULATION OF OROGRAPHIC EFFECTS ON CONVECTION 1947
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Figure 16. Contour plots of (a) the horizontal velocity and (b) the vertical velocity averaged over last 30 min of
the simulations with model con� guration B3. The contour interval is 1.0 m s¡1 and negative contours are dashed.

Figure 17. Schematic diagram of the � ow pattern illustrated in Fig. 16. The dashed circles represent the
baroclinic vorticity tendency and the dotted circle represents the basic-state vorticity.

to exist throughout the simulation. To show this more clearly, a schematic diagram of
the � ow pattern is given in Fig. 17. We believe that this kind of � ow pattern has potential
importance with respect to terrain-induced convection and its development.

The underlying process may be interpreted in terms of baroclinic generation of
vorticity in the boundary layer (see Fig. 17). The basic-state winds exhibit a positive
y-component of vorticity due to the shear of u with height; on the sides of the hill
there are baroclinic vorticity generation terms that are negative on the upwind slope
and positive on the downwind slope. The combination of these leads to a stronger
baroclinic vortex to the lee of the hill and a weaker roll vortex at the windward hill
base. The maximum sensible heating at the summit may also contribute to displacing the
convective core downstream, as it tends to imply a maximum surface thermal anomaly
downstream. These considerations can be analysed by considering the 2D vorticity
equation in the y-direction, with the Coriolis effects and the turbulent friction forces
neglected:

@»

@t
D ¡u

@»

@x
¡ w

@»

@z
¡

g

µ

@µ

@x
; (2)

where » D @u=@z ¡ @w=@x, µ is potential temperature and g is gravitational accelera-
tion. In a steady-state limit (@»=@t D 0) and shallow boundary-layer � ow context, the
vorticity equation is approximated by

u
@»

@x
D ¡

g

µ

@µ

@x
: (3)

Based on (3), the baroclinic vorticity anomaly ±» can be further approximated by some
scaling variables. As we are interested in baroclinic vorticity generation on the scale
of the hill, we select a streamline originating at the hill height, so that the horizontal
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1948 W.-S. TIAN and D. J. PARKER

advective length scale equals the horizontal scale of the baroclinicity between the
sloping surface and the well mixed boundary layer, to give,

±» D
g

20

±µ

U
; (4)

where 20 is the average potential temperature and U is the wind speed in the convective
boundary layer, ±µ is the departure of potential temperature over the slope, µ s, from the
potential temperature 20. Equation (4) can be non-dimensionalized by dividing by »0,
the vorticity due to shear which is proportional to U=h (U being the advection speed
and h the hill height and the elevation of the chosen streamline):

±»

»0
D

gh

20

±µ

U2
: (5)

Note that Ri D ±»=»0 is actually a Richardson number. One can see from (5) that the
wind speed U may have a large impact on the magnitude of ±»=»0. This relation is
independent of the hill width; a reduction in the baroclinicity seems to be balanced by
an increase in the advection time.

In theory, stationary strong updraughts can be expected over the hill top when the
baroclinic vorticity dominates, i.e. ±» À »0, otherwise, convective eddies tend to be
advected away by the main wind. It is, therefore, instructive to assess the Richardson
number of different simulations in terms of the occurrence of a clear convective core
(deduced from Hovmöller plots such as that of Fig. 12). Figure 15(b) plots the domain-
maximum vertical-velocity variance of 16 simulations against Ri , and indicates by
shading the cases that exhibit a convective core. From this � gure we infer that a critical
Ri value for occurrence of the convective core is around 20 to 40. It is apparent that,
under stronger-wind conditions, such a value can seldom be reached and, hence, no
stationary updraughts occur over the hills.

More implications of (5) can be deduced by considering a state in which baroclinic
vorticity generation is balanced exactly by the basic-state vorticity, or ±» D »0. In this
case, a critical mean convective boundary wind is given by,

Uc D k

µ
gh±µ

20

¶ 1
2

; (6)

where k is a constant (note that Uc=U is directly related to the critical Richardson
number and can be inferred from Fig. 15(b)). Uc is a measure of the terrain-induced
baroclinic circulation. If the basic wind speed U < Uc, baroclinic overturning will
happen over the hill top with some portion of surface air � ow being reversed. Under
such conditions, the terrain-induced thermal circulation will play a key role in triggering
convection. If the basic wind speed U À Uc (i.e. the basic-state shear dominates) the
terrain-induced thermal circulation is not important any more, while terrain-related
waves may become signi� cant. In this case, the topography will not necessarily act as a
trigger of convection; on the contrary, under some circumstances it tends to suppress
convection, as we have noted that convective eddies are weak just above the hills.
It is worth pointing out again that, under strong background winds, the triggering of
convection by topography, if it exists, is only pronounced downstream of orography.

(d ) Diagnosis of CAPE and parcel buoyancy
From the above discussions, we have noted that the strength of eddies at the

summit of the hill is weaker under stronger-wind conditions and larger under light-wind
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SIMULATION OF OROGRAPHIC EFFECTS ON CONVECTION 1949
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Figure 18. The parcel buoyancy � eld Tvp ¡ Tve (see text for details) calculated from the instantaneous thermal
� elds (at model simulation time 180 min) from simulations (a) A3 and (b) B3.

conditions, while the eddies downstream of a longer hill are stronger than those of a
shorter hill under stronger-wind conditions. In the preceding sections we have related
these features to forced ascent and descent and terrain-induced waves. To diagnose the
potential effects of hills on moist convection, the CAPE and the buoyancy of the air
parcels are examined here. To compute the CAPE, the instantaneous virtual-temperature
� eld from the model simulation is taken as the environment pro� le, Tve, we only
consider air parcels that are lifted from the surface level, and a pseudo-adiabatic process
is assumed in calculating parcel virtual temperature Tvp.

Figure 18 shows the parcel buoyancy � eld Tvp ¡ Tve calculated from the instan-
taneous thermal � elds gathered at model simulation time 180 min in simulations A3 and
B3. One can see that the air parcel is buoyant at the summit of the hill under light-wind
conditions, while the air parcel has less buoyancy over the hill when wind speeds are
strong. Again, the high-buoyancyarea at the summit of the hill, or just downwind of the
peak, is related to the convective core.

Figure 19 illustrates the horizontal distributions of the time-averaged CAPE
calculated from simulations with model con� gurations A3, A11, B3 and B11. Two
time periods, 30–90 min and 120–180 min, were used for data averaging. Although
the CAPE is nearly the same for different hills at the � nal stage of the model simulation,
the differences are evident at the initial stages of model simulations A3 and A11, and
the CAPE downstream of the longer hill is, indeed, higher than that of the shorter hill
before the boundary-layer convection is fully developed. This may also suggest, on the
other hand, that hills may have a potential impact on the convection in the initial stage
of convection development. Also noticeable in Fig. 19 is that the CAPE is small at the
summit of different hills and reaches its maximum value in the lee of the hills under
strong-wind conditions; this is because the eddies over the hill are suppressed and µ e
accumulates in the surface layer in the lee of the hill. Under light-wind conditions, the
CAPE just downwind of the top of hills is slightly higher than that elsewhere at the � nal
stage of the simulations.

 1477870x, 2002, 584, D
ow

nloaded from
 https://rm

ets.onlinelibrary.w
iley.com

/doi/10.1256/003590002320603476 by L
anzhou U

niversity, W
iley O

nline L
ibrary on [25/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense
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Figure 19. Horizontal distributions of the time-averaged CAPE (see text for details) estimated from simulations.
Panels (a) and (b) are for simulations A3 and A11, and (c) and (d) for B3 and B11. The averaging period is shown
at the top of each panel. The solid lines correspond to simulations A3 and B3 and the dashed lines correspond to

simulations A11 and B11.

5. REMARKS AND CONCLUSIONS

There are a number of physical mechanisms that have been found to be important in
modulating the resolved eddies and the mean state in these simulations. These include
the various effects of hill-induced gravity-wave motion in the stable layer above the
CBL, thermal-forcing anomalies on the elevated surface due to decreasing evaporation
with temperature, and baroclinic forcing as a result of elevated heating.

It has been found that there is exclusion between the gravity waves and the
convective eddies. The vertical forcing due to gravity waves tends to suppress eddy
activity; in particular, forced descent in the lee of the hill can allow anomalously warm
air to accumulate near the surface, leading to more intense eddies just downstream.
Conversely, intense convection tends to reduce the strength of the gravity-wave signal
above the hill. The eddy details, such as eddy size, eddy spacing and eddy propagation
speed, may be sensitive to the resolution and the turbulence scheme used in the model
simulation, but the overall features are more general.

The combined effect of a sensible-heating maximum on the hill summit and
baroclinic tendencies due to the elevated heating are a tendency to produce a convective
core under reasonably light-wind conditions. The combination of these leads to a
stronger baroclinic vortex in the lee of the hill and a tendency for the convective core to
be displaced slightly downstream. It appears that we can categorize this phenomenon in
terms of a critical Richardson number.

In the triggering of moist convection by hills, it is possible to identify three potential
mechanisms: forced lifting, elevated heating and local surface moisture anomalies. This
study has demonstrated that, for hills shallower than the CBL depth, forced lifting is
not signi� cant because the absolute CBL depth is not strongly modi� ed by the hill.
However, wave activity over such a hill may lead to more intense convective eddies in
the lee. In regard to the effects of elevated heating, a strong convective core may develop
just downwind of the summit in a region of enhanced parcel buoyancy,provided that the
mean winds are light.
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SIMULATION OF OROGRAPHIC EFFECTS ON CONVECTION 1951

The major boundary-layer convective features from the simulations performed in
this study are as following:

Under stronger-wind conditions
² Eddies are � rst generated downstream of the hill;
² Steady-state eddies are organized and propagate steadily along the main wind

direction;
² The hill tends to weaken convective activities at its summit because of the strong

induced descents. The absolute depth of the CBL at the summit of the hill is less than that
downstream and upstream, but the altitude above mean sea level remains approximately
constant;

² Gravity waves have signi� cant effects on the eddy strength, while convective
eddies tend to weaken these waves;

² The strength of the convective eddies downstream of the hill increases with the
hill length. However, the effects of the hill length on the results are only signi� cant when
the height of the hill reaches 500 m;

² The air parcel has less buoyancy and the CAPE is smaller at the summit of the
hill.

Under light-wind conditions
² Eddies are less organized and more stationary;
² Eddies develop more quickly upstream of the hill, and there are more eddies

upstream of the hill than downstream;
² Eddy strength is stronger than that under higher-wind conditions. As in the case of

stronger background winds, a longer hill has more signi� cant effects on the boundary-
layer convective features, given that the hill is not too low to force any differences;

² Strong updraughts can be observed at the summit of the hill, or slightly downwind
of the peak, and we link these with a so-called convective core;

² The thermal effects of a hill on the eddy behaviour are thought to be important.
The elevated buoyancy � uxes over the hill are likely to serve as an energy support for
the so-called convective core;

² An air parcel has more buoyancy at the summit of the hill and the CAPE
downwind of the top of hills is slightly higher than that elsewhere.

It is important to recognize here that the enhancement of the convective activity
downstream of the hill under strong background winds, and the strong updraughts at the
summit of the hill under light winds, have potential implications for the triggering of
deep convective systems when cloud processes and conditional instability are present.
Also of importance is an understanding of how and to what extent the hills affect
the accumulation and release of CAPE, which is thought to be fundamental for the
formation of the deep convective systems. It is possible that these processes may differ in
the case of an isolated (or 3D) hill, in which case signi� cant in� uence on the downstream
� ow may be possible over distances greater than the horizontal periodicity of the model
used here. Such studies are currently being made.
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