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ABSTRACT

Rolls observed during the Small Cumulus Microphysical Study (SCMS) field campaign are simulated
using a large eddy model (LEM). The simulated boundary layer properties were in a good agreement with
sounding profiles and aircraft observations, and the observed boundary layer rolls were reproduced by the
model. Rolls started to decay when �Zi /L exceeded a threshold, with a value between 5 and 45. Here Zi

and L refer to the height of the top of convective boundary layer and the Monin–Obukhov length, respec-
tively. This value was found to depend on a nondimensional combination of the low-level wind shear, the
height of the CBL, and the eddy velocity scale. Larger surface buoyancy fluxes and smaller shears gave
higher thresholds. For the case modeled, rolls persisted for surface buoyancy fluxes less than 110 W m�2,
and formed for boundary layer wind shears greater than 5 � 10�3 s�1, which is consistent with previous
studies.

The simulated roll convection was compared with a nonroll simulation, which was identical except for the
wind and the wind shear used. In both the roll and nonroll cases the variability in convective inhibition
(CIN) was dominated by the variability in the source air, rather than the lifting of the top of the boundary
layer by the convection. Stronger moist updrafts existed in the nonroll convection, whereas roll convection
gave a more symmetrical distribution of up and downdrafts, with stronger downdrafts than the nonroll case.
The nonroll convection simulations have lower minimum values of CIN and clouds develop 15 min earlier
in this case.

1. Introduction

The advent of high-resolution (grid spacing �1 km)
nonhydrostatic numerical weather prediction (NWP)
models has led to a resurgence of interest in attempting
to improve forecasts of the initiation of deep convec-
tion. Such NWP models do not resolve boundary layer
processes, but can resolve large deep convective sys-

tems. Recent field campaigns have also addressed the
processes involved in the initiation of convection, in
particular, the International H2O Project 2002
(IHOP_2002), which took place at the southern Great
Plains of the United States, the Convective Storm Ini-
tiation Project (CSIP) conducted in the southern
United Kingdom and the Convective and Orographi-
cally induced Precipitation Study (COPS), which took
place in the Black Forest region of southern Germany
and eastern France. Convective storms originated from
the boundary layer in 94% of cases from CSIP (Brown-
ing et al. 2007), and in at least 50% of cases from
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IHOP_2002 (Wilson and Roberts 2006). In such cases,
storms are initiated when warm moist updrafts from the
boundary layer can overcome the convective inhibition
(CIN) and allow deeper moist convection to develop.

Boundary layer convection can take a variety of
forms. Convective rolls have been shown to be common
in the boundary layer and there is a substantial litera-
ture about them (Etling and Brown 1993). The initia-
tion of deep convection is often controlled by meso-
scale zones of convergence (e.g., Wilson and Schreiber
1986; Bennett et al. 2006; Wilson and Roberts 2006).
However, when such mesoscale forcings are weak the
variability within the boundary layer can provide a sig-
nificant control on convective initiation and storms can
be initiated from boundary layer circulations, such as
boundary layer rolls (Weckwerth 2000). Where meso-
scale forcings are stronger, the intersections of meso-
scale convergence lines and rolls have also been ob-
served to provide preferred locations for the initiation
of convection (e.g., Wilson et al. 1992; Crook et al. 1991;
Atkins et al. 1998; Xue and Martin 2006). It has been
noted that the variability induced by boundary layer
rolls can make single radio soundings unrepresentative
of the boundary layer air that contributes to storms, and
this can significantly affect the local lifting condensa-
tion level, convective available potential energy
(CAPE), and CIN (e.g., Weckwerth 1996; Crook 1996).
The importance of rolls for the initiation of deep con-
vection is, however, much less well explored than the
factors controlling roll formation (Xue and Martin
2006).

In the past, many two-dimensional simulations were
used to research the organization of convective rolls in
the boundary layer (e.g., Mason and Sykes 1982; Mar-
son 1985; Chlond 1987; Raasch 1990; Sykes et al. 1990).
In these two-dimensional models it was assumed that
the roll vortices were homogeneous along the roll axis.
More recent studies have, however, shown the impor-
tance of using three-dimensional simulations (e.g., Ma-
son and Thomson 1987; Sykes et al. 1990; Cuijpers and
Duynkerke 1993; Moeng and Sullivan 1994; Glenden-
ing 1996; Xue and Martin 2006).

In this paper we use the Met Office large eddy model
(LEM) to explicitly resolve boundary layer rolls ob-
served on one day (14 August 1995) during the Small
Cumulus Microphysical Study (SCMS) field campaign
(Weckwerth et al. 1999). Although deep convective
storms did not form on this particular day, there were
both CAPE (940 J kg�1 at 0818 LT) and CIN (43 J kg�1

at 0818 LT), allowing a transition from boundary layer
cumulus to deeper moist convection. Boundary layer
convection with and without rolls is compared, in order
to examine the potential significance of boundary layer

rolls for the initiation of deep convection. Section 2
discusses the observations and the control simulation
and section 3 investigates the factors determining the
onset and breakdown of the rolls. Section 4 investigates
how boundary layer rolls affect CIN and thus the deep-
ening of the modeled moist convection.

2. Evaluation of the control simulation with
observational data

a. The observational case

The SCMS field campaign took place in 1995 in
Florida. This paper uses SCMS data from 14 August
1995. The SCMS data provides aircraft observations of
boundary layer rolls [from the University of Wyoming
King Air (UWKA) research aircraft] and surface based
observations, as well as radiosonde profiles. More de-
tailed discussions about this observational case can be
found in Weckwerth et al. (1999), so only a brief outline
is provided here.

Radar data from 14 August 1995 showed that the first
mode of organized boundary layer convection was rolls
(Weckwerth et al. 1999). The earliest linear features
appeared at 0940 local time (LT; LT � UTC � 4 h). By
1025 LT these had developed into well-defined two-
dimensional roll convection, with a spacing of approxi-
mately 1 km and aligned close to the surface wind. This
spacing had increased to 1.5 km by 1126 LT, and by
1316 LT the rolls had become less organized. The
boundary layer developed from a 200-m stable layer at
0819 LT to a convective layer later. The depth of the
convective boundary layer (CBL) grew from 700 m at
1050 LT to 800 m at 1120 LT, and 1.3 km at 1310 LT.
UWKA aircraft observations (Weckwerth et al. 1999)
showed moist roll updrafts and dry roll downdrafts.

b. LEM setup and initialization

Three-dimensional simulations from version 2.3 of
the Met Office LEM (Gray and Petch 2001) are used
throughout this study. The LEM is a nonhydrostatic
model, which can be run in one, two, or three dimen-
sions. The equation set is Boussinesq and in this study
the incompressible Boussinesq formulation was used,
which uses a reference density that is constant with
height. The model uses a Kessler rain scheme (only
cloud water and rain were included, since ice processes
were not important for the clouds studied). The domain
size was 10 km � 10 km � 5 km with a horizontal grid
spacing of 250 m (the sensitivities to grid spacings, and
evidence supporting the use of a 250-m grid spacing are
shown in section 2d). A vertically stretched grid was
used with the minimum spacing of 1.5 m in the lowest
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model level increasing to a maximum of 200 m above 2
km. The small vertical spacings in the surface layer en-
abled the calculation of near-surface fluxes of virtual
potential temperature and momentum. Changing these
smallest vertical grid spacings to 27 m did not, however,
have significant effects on the model results (not
shown). Periodic lateral boundary conditions were ap-
plied, with a rigid lid at the top of the model domain. To
reduce the reflection of internal gravity waves, a New-
tonian damping layer was applied above 3500 m.

The model control experiment (C1) was initialized
with a radiosonde profile from 0818 LT and time-
dependent surface fluxes, observed using the Flux-
Portable Automated Mesonet (PAM) array at station
PAM 3 (Weckwerth et al. 1999), were applied for 5 h.
Initially, random perturbations (of �0.01 K and 0.025 g
kg�1) were applied below 1000 m to allow convection
to develop in the model. The time series of modeled
kinetic energy indicated that this convection had “spun
up” by 0950 LT. To account for the effects of unrepre-
sented large-scale forcings, the modeled horizontally
averaged potential temperature, water vapor mixing ra-
tio (Q), and wind were relaxed to those observed by
radiosondes, with a time scale of 2.5 h (e.g., Couvreux
et al. 2005; Marsham et al. 2006). The surface geo-
strophic wind was calculated from the National Centers
for Environmental Prediction–National Center for At-
mospheric Research (NCEP–NCAR) 2.5° reanalysis.
Geostrophic wind shear was calculated using the ob-
served wind at 1000 m (from the radiosondes) and the
NCEP–NCAR surface geostrophic wind (positive u is
east and positive � is north). A series of simulations
were then performed with different idealized geo-
strophic wind shears varying about this value (all with
the geostrophic shear constant with height). A run with
a geostrophic wind shear 2.5 times that calculated from
the NCEP–NCAR reanalysis and the radiosondes was
found to give rolls similar to observed and this is re-
ferred to as the control run (C1; Fig. 1). This control run
was then used for a series of sensitivity studies, includ-
ing the sensitivity to shear (section 3). A further sensi-
tivity study, using a constant geostrophic wind above
the top of the boundary layer (not shown), gave very
similar boundary layer convection to that in the control
run. This shows that idealizing the geostrophic wind
profile to a constant shear did not significantly affect
the results.

c. The control simulation

Figure 1 shows mean model and radiosonde profiles.
Within the boundary layer, the modeled potential tem-
perature (�) and Q profiles are within 0.5 K or 1.5 g
kg�1 of those observed, which at the height of the air-

craft flight track is within the variability shown by the
aircraft data. The model profiles are smoother than
those from the radiosondes, since the model profiles
are mean profiles, while the radiosondes are affected by
variability within the boundary layer. The simulated
inversion (Zi , the top of CBL) is at a higher altitude
than the radio sounding. But the inversion height is
within the simulated variability at 1120 LT, which is

FIG. 1. Simulated and radiosonde profiles of (a) the potential
temperature and (b) the water vapor mixing ratio, both at 0818,
1050, and 1120 LT. Dashed lines show results from C1; dash–
dotted lines show results from the run without additional forcings
(C1NOF). The modeled standard deviation in the height of con-
vective boundary layer (Zi) at 1120 LT is indicated by the solid
bar. The black circle presents the CBL height from the radiosound
at 1120 LT. Black dots and the thick solid bars present the mean
and standard deviation of the aircraft data, which is from 232 m
for 5 min around 1120 LT. (c), (d), (e) Simulated and observed
winds at 0818, 1050, and 1120, respectively. The u winds are from
the west and the � winds are from the south. Dashed lines show
the standard run and dash–dotted lines the unforced run. Geo-
strophic winds from the model are also shown (ug and vg, long-
dashed line).
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shown by the solid bar in Figs. 1a,b. Here we use the
same criterion to compare the CBL height between the
model horizontal mean and radio sounding profiles.
The CBL height was determined by the maximum of
the absolute value of the vertical moisture gradient
(�Q/�z) (e.g., Wulfmeyer 1999; Couvreux et al. 2005)
for both the radio sounding and the model. Although
the simulated CBL height is at a higher altitude than
that from the radio sounding, it is within the simulated
variability at 1120 LT, which is shown by the solid bar
in Figs. 1a,b. Above the CBL, there is a residual layer,
which at 1120 LT reaches up to 1.2 km in the simula-
tion, and 1.5 km for the radio sounding. A comparison
of the forced (C1) and unforced (C1NOF, no relax-
ation) model runs (Fig. 1) shows that the relaxation
toward the observed profiles has little effect within the
boundary layer (similar to Couvreux et al. 2005). Dif-

ferences between C1 and C1NOF are more significant
above 1500 m, since there are larger differences be-
tween the model and the observations there.

At 1018 LT, the organized convective rolls are evi-
dent in the model (Fig. 2a), the wavelength and the
orientation of rolls are about 1 km and 131°, respec-
tively. With the increasing surface heat flux, convective
activity intensifies and the rolls become less regular
(Figs. 2b,c), although roll vortices are still visible. At
midday, the roll spacing becomes large and roll vortices
break up. This is in reasonable agreement with the ob-
servations that well-defined rolls with a spacing of ap-
proximately 1 km and orientated south-southeast ex-
isted at 1025 LT, and linear organization broke apart
after 1230 LT (Weckwerth et al. 1999). Roll evolution
and dissipation from the unforced model run (C1NOF)
are very similar (not shown). This shows that relaxing

FIG. 2. The instantaneous vertical velocity fields at 237 m AGL at (a) 1018, (b) 1050, (c) 1100, and (d) 1220 LT of
run C1. Contours are at �0.5 and �1.0 m s�1. The mean CBL wind directions are represented by the arrows.
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the simulation toward the observations had little effect
on the convective structures that developed within the
modeled boundary layer.

Probability distribution functions (PDFs) allow the
comparison of the modeled and observed boundary
layer variability. Figure 3 shows the modeled PDFs at
237 m AGL from 1100 LT and observed PDFs at 232 m
AGL from 5 min of aircraft data around 1100 LT. On

average the simulations are 0.4 K warmer and 0.2 g
kg�1 drier than the observations, and the modeled and
observed vertical velocity fields have similar range (�2
or �3 to 2.5 ms�1). However, there is greater variability
in the virtual potential temperatures and Q observed
than in those from the model, particularly for vertical
velocities close to zero. This may be because mesoscale
variations existed in reality (it is more obvious when the
segment length for the computation of PDF of the ob-
servation increases from 5 to 15 min.) that are not ac-
counted for in the model, which would affect the
boundary layer variabilities. The model, which uses pe-
riodic lateral boundary conditions and a limited do-
main, cannot represent such variations. Both the simu-
lations and the observations show higher Q and virtual
potential temperatures in updrafts, compared with the
downdrafts, although this trend is clearer in the simu-
lations than in the observations.

Other than these differences in the magnitudes of the
variability, the dependence of virtual potential tem-
perature and Q on the vertical velocity is well simu-
lated. In particular, in both the model results and ob-
servations there are fewer updrafts (which tend to be
warm and moist) than downdrafts (which are cooler
and drier). This shows that the model is generating re-
alistic boundary layer variability from the convective
rolls.

Overall, Figs. 1–3 show that the model produces a
realistic development of the boundary layer with time,
realistic organization of the convective structures, and
realistic boundary layer variability from these convec-
tive structures. In the following sections a series of sen-
sitivity experiments are analyzed and the factors that
affect modeled roll properties are discussed.

d. Dependence on model resolution

To investigate the effects of model resolution on the
results, the control run (C1), which used a horizontal
grid spacing of 250 m, was rerun with horizontal grid
spacings of 100, 500, and 1000 m. The vertical velocity
field from these runs showed that rolls became less or-
ganized and less linear when the finer grid spacings
were used and finer-scale features were resolved. The
1-km grid spacing did not resolve the rolls at all.

Figure 4 further shows the PDFs of the virtual po-
tential temperature, water vapor mixing ratios, and ver-
tical velocity fields from the runs with different model
horizontal resolutions and from 5 min of aircraft data
around 1100 LT. Varying the grid spacing has some
effect on the mean values in the boundary layer, since
although the surface fluxes are identical in all the simu-
lations, changing the model resolution affects the rate
of entrainment from the free-troposphere. The distri-

FIG. 3. The joint PDFs of vertical velocities and (a) virtual
potential temperatures and (b) water vapor mixing ratios. Solid
contours show observations are from 232 m for 5 min around 1100
LT, with the solid line showing the mean values. Dashed contours
show model results from 237 m at 1100 LT, with the dashed line
showing the mean values. Dotted lines show the mean vertical
velocities. Contour intervals are 0.1 in (a) and 0.3 in (b).
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butions of observed �� and Q are more symmetric than
the simulated PDFs and there are more vertical veloc-
ities observed between �0.5 and 0.3 m s�1 than mod-
eled. The 1-km grid spacing, which does not resolve the
rolls, gives very narrow PDFs. PDFs from runs using
grid spacings of 100 and 250 m are similar, except that
the 250-m grid spacing does not resolve the tails as well.
The 500-m grid spacing, which coarsely resolves the
rolls, gives reasonable PDFs, but there are significant
differences in the PDFs from this grid spacing and those
from the 100- and 250-m grid spacings. These results
agree with Sykes et al. (1988) that convection along the
roll direction is less uniform with increased resolution,
and Tian and Parker (2003)’s simulated results that a
higher horizontal resolution leads to a more fine struc-
ture in the rolls. The results also support the use of
250-m grid spacings, which allows a number of sensitiv-
ity studies to be performed (sections 3 and 4).

3. Factors controlling the formation and breakup
of rolls

Many studies of horizontal convective rolls have de-
scribed the necessary conditions for the occurrence of

rolls using the Monin–Obukhov length (L) and the con-
vective boundary layer height (Zi). A definition of the
Monin–Obukhov length, as given by Stull (1988), is

L �
����u�w�s

2 	 ��w�s
2
0.75

kgw����s

, �1


where the overbar represent the mean values, the sub-
scripts s represent near-surface values, �� is the virtual
potential temperature, u�w� and ��w� are the momen-
tum fluxes, k is the von Kármán constant, g is gravita-
tional acceleration, and w���� is the kinematic buoyancy
flux. Studies have observed rolls for 0 � �Zi /L � 4.5
(Deardorff 1972, using a three-dimensional numerical
model), 3 � �Zi /L � 10 (LeMone 1973, observed), and
�Zi /L � 21.0 (Grossman 1982, observed). In an obser-
vational study, Weckwerth et al. (1999) found rolls de-
caying for �Zi /L � 25 and rolls forming when the sur-
face buoyancy flux increased to a value above 50 W
m�2. In this study we examine to what extent the mod-
eled formation and breakup of boundary layer rolls are
consistent with these published findings, and also inves-
tigate what controls the maximum �Zi /L for which the
modeled rolls occur.

FIG. 4. The PDFs of (a) virtual potential temperature, (b) vapor mixing ratio, and (c)
vertical velocity, from runs with horizontal grid spacings of 100, 250, 500, and 1000 m. All are
shown for Z � 237 m at 1100 LT. Observation is from 232 m for 5 min around 1100 LT.
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Before proceeding further it is necessary to introduce
a quantitative measure of roll properties including roll
orientation, wavelength, and linearity. A two-dimen-
sional correlation analysis on vertical velocity (w)
fields, as described by Weckwerth et al. (1999) and
Fankhauser et al. (1995) is used (however, in this study,
all the correlation analysis are performed on vertical
velocity fields in a Cartesian coordinate system, rather
than a polar coordinate system). The vertical velocity
(w) field in any x–y slice can be treated as a linear wave
in the roll case, so the correlation between w and a
cosine function of the form cos(2
 x/�), where x is the
distance in the cross-roll direction from one grid point
to the next one, can be used to determine the orienta-
tion and wavelength of rolls. It can also be used to
measure the roll organization. In this analysis of the
linearity, in order to find the roll orientation, the hori-
zontal axis was first rotated from 0° to 360° with a series
of discrete angles to find the maximum correlation co-
efficient between w and a cosine function in the cross-
roll direction, with a specified wavelength in the cross-
roll direction. To determine the roll wavelength, this
analysis was then repeated for this roll orientation with
different wavelengths. The correlation coefficient was
used as a measure of linearity, with a threshold of 0.25
used as the criteria for “linear convection” (Weckwerth
et al. 1999).

a. Sensitivity to surface heat flux and geostrophic
wind shear

To analyze the sensitivity of the modeled rolls to the
surface heat flux, four model runs (C05, C08, C12, and
C15) were carried out, with 0.5, 0.8, 1.2, and 1.5 times
the surface heat flux used in the control run (C1), re-
spectively (Table 1). The vertical velocity fields at 1100
LT (at 237 m AGL) from those four runs (not shown)
show that the rolls from runs with reduced surface heat
fluxes (C05 and C08) are more linear and regular than
those in the control run (Fig. 2c), with smaller vertical
velocities, which is consistent with the results of
LeMone (1973) and Grossman (1982). Conversely, runs
with increased surface heat fluxes (C12 and C15) give
less organized rolls than the control run. These model
results are consistent with Weckwerth et al. (1997), in

that rolls occur within a certain range of surface heat
flux.

LeMone (1973) has found that the surface flux con-
trols the intensity of the convection while the CBL ver-
tical wind shear tends to organize convective motions
into different forms depending on different shear val-
ues (see also Moeng and Sullivan 1994). In our simula-
tions the shear in the boundary layer increases with the
geostrophic wind shear applied (as expected from Fig.
1). Four experiments were designed to investigate the
effects of wind shear on roll evolution and roll proper-
ties. These experiments were configured in the same
way as the control run (C1) except that the geostrophic
wind shear values are different from that in the C1.

Figure 5 shows the vertical velocity fields (again at
237 m AGL) from four runs in which the geostrophic
wind shears are 0 s�1 (CW0), 0.0048 s�1 (CW05), 0.019
s�1 (CW19), and 0.029 s�1 (CW29), rather than the
value of 0.01 s�1 used in the control run C1 (Table 1).
All runs are at 1018 LT because well-defined rolls were
shown in Fig. 2a. When the geostrophic wind shear is
zero (Fig. 5a) the convection is not linear and in a dis-
organized form. When the geostrophic shear is in-
creased to 0.0048 s�1 (Fig. 5b), the convection is more
linear than with zero geostrophic wind shear (Fig. 5a),
but the rolls are still not very well defined (the rolls are
dissipating at this time). If the geostrophic wind shear is
increased to 0.019 s�1, clear roll signals appear (Fig. 5c).
However, further increasing the geostrophic wind shear
to 0.029 s�1 has little effect on the rolls linearity (Fig.
5d), but the convection tends to be weaker. It is appar-
ent that, in these simulations, rolls form for geostrophic
wind shear values between 0.005 and 0.029 s�1 (bound-
ary layer shears between 5 � 10�3 and 6 � 10�3 s�1),
when the surface heat flux varies from 40 to 120 W m�2.
The results also show that strong wind shear tends to
suppress the convection.

b. Linearity of convection

Figure 6 shows the time variation of roll linearity (as
defined by the correlation analysis technique described
in section 3) in different sensitivity tests (Table 1). The
linearity was not analyzed during the first 2 h of the

TABLE 1. Surface buoyancy fluxes and geostrophic wind shears for the sensitivity tests. “H” and “G” are the surface buoyancy flux
and geostrophic wind shear, respectively, in the control run (C1). CW0 was initialized with wind and geostrophic wind; C0 was initialized
with zero wind and geostrophic wind

Condition C1 C05 C08 C12 C15 CW0 CW05 CW19 CW29 C1NOF C0

Surface buoyancy flux (�H W m�2) 1.0 0.5 0.8 1.2 1.5 1.0 1.0 1.0 1.0 1.0 1.0
Geostrophic wind shear (�G s�1) 1.0 1.0 1.0 1.0 1.0 0.0 0.5 2.0 3.0 1.0 0.0

356 M O N T H L Y W E A T H E R R E V I E W VOLUME 137

Unauthenticated | Downloaded 11/25/24 01:46 PM UTC



model integration, because some of the simulations
were still spinning up (the time series of model kinetic
energy suggested that the model was spinning up until
1018 LT for the run C05). Therefore, although in reality
linear features were observed from 0940 LT, we calcu-
late the linearity after 1000 LT. The linearity of run C1
(Fig. 6a) increases until 1050 LT, then decreases after-
ward. For this observed case, Weckwerth et al. (1999)
showed a minimum surface heat flux of 90 W m�2 for
the formation of rolls. In the run C1 the surface heat
flux is up to 110 W m�2 for roll persistence, and the
rolls become less organized after the surface heat flux
reaches its maximum. The roll wavelength increased
from 1 km at 1018 LT to 1.7 km at 1100 LT, with ori-
entations between 131° at 1018 LT and 146° at 1100 LT.
This is in agreement with observations from Weck-
werth et al. (1999), which showed rolls with a north-

west–southeast orientation, and wavelengths increasing
from 1 to 1.5 km between 1025 and 1126 LT. After 1045
LT the development of clouds (see Fig. 12) may con-
tribute to the breaking up of the rolls (LeMone and
Pennell 1976).

For a given geostrophic wind shear, small surface
heat fluxes correspond to the maxima in the linearity of
convection. Rolls appear and begin to dissipate later.
When the surface heat fluxes are large (C12 and C15),
the convective linearity is lower with an earlier appear-
ance of the maximum values and rolls form and decay
earlier compared with those in C05 and C08. This is in
agreement with our qualitative analysis of vertical ve-
locity fields from these four runs (not shown). Due to
the spinup time required for the model runs, the lower
limit of the surface heat flux required for the roll for-
mation cannot be determined. However, the upper

FIG. 5. The instantaneous vertical velocity fields from 237 m AGL at 1018 LT from four runs with (a) 0, (b)
0.5, (c) 2.0, and (d) 3.0 times the geostrophic wind shear of run C1. Contours are at �0.5 and �1.0 m s�1.
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limit of the surface heat flux for the persistence of rolls
is about 110 W m�2 in these simulations.

It is evident that the geostrophic wind shear also has
a significant effect on the measured linearity of the con-
vection for a given surface heat flux (Fig. 6b). The lin-
earity is very low with zero geostrophic wind shear
(CW0) and there is no linear organized convection after
1030 LT in this case (using the threshold of 0.25). This
is consistent with a visual analysis of the vertical veloc-
ity field shown in Fig. 5a. All cases with a geostrophic
wind shear show rolls between 1018 and 1050 LT.
Larger geostrophic shears give a smaller maximum in
the measured linearity. For CW05, CW19, and CW29,
the maximum in linearity appears earlier, suggesting
that the rolls are starting to decay earlier. However, it
was noted that visual analysis of the vertical velocity
field from CW19 at 1120 LT (not shown) showed that
rolls did still exist and this highlights the limitation of
the linearity method to determine the roll formation

and dissipation. However, the results here show that
rolls form in the simulations for geostrophic wind
shears between 5 � 10�3 and 2.9 � 10�2 s�1 (i.e.,
boundary layer shears between 5 � 10�3 and 6 � 10�3

s�1). This is consistent with Miura (1986)’s study, which
also found longitudinal rolls with vertical wind shears
between 10�3 and 10�2 s�1.

c. Dependence on stability parameter �Zi/L

The transition of rolls toward open cells has previ-
ously been found to be related to the convective insta-
bility variations due to surface heating (e.g., Agee et al.
1973; Weckwerth et al. 1997; Kristovich et al. 1999).
Commonly, the parameter �Zi /L is used to quantify
the CBL stability. The Monin–Obukhov length (L) be-
comes smaller as the surface heat flux becomes larger
during the day, while the depth of convection increases
as the CBL develops.

Modeled results showed that the value of �Zi /L,
when linearity started to decrease, depended both the
surface fluxes and the wind shear. Here Zi(dU/dz) was
normalized by the eddy velocity scale, w*, as given by
Stull (1988):

w* � � g

T�

Ziw����s��1�3


, �2


where g is the gravitational acceleration, T� is the ab-
solute virtual temperature, Zi is the average depth of
the mixed layer, and w����s

is the kinematic vertical tur-
bulent flux of virtual potential temperature near the
surface. Symbols in Fig. 7 show the values of �Zi /L at
the times when rolls began to dissipate (when linearity
starts to decrease from a value above 0.25) for runs with
different surface heat fluxes and different geostrophic
wind shears. (Note that results from additional simula-
tions not listed in Table 1 are included, these included
surface heat fluxes and geostrophic winds from 0.2 to
3.0 and 0.2 to 2.0 times the corresponding values used in
run C1.) These are shown as a function of the nondi-
mensional term, (dU/dz)(Zi /w*) (where dU/dz was cal-
culated by the two levels of winds at 1000- and 100-m
altitudes of the model domain). Values at 1018 LT are
presented in circles (for wind shears) and big dots (for
surface heat fluxes) because the calculation of the lin-
earity was started from 1018 LT due to the model spin-
ups. Rolls begin to dissipate when 5 � �Zi /L � 45, and
this threshold depends upon the magnitude of the non-
dimensional combination of the wind shear, the height
of the CBL, and the eddy velocity scale. The critical
value of �Zi /L for rolls to dissipate decreases with in-
creasing wind shear and increases with increasing sur-
face heat flux. The trend shown in Fig. 7 is close to

FIG. 6. Evolution of linear convective organization from the
control run (C1) and (a) runs with different surface heat flux runs
and (b) different geostrophic wind shears (as in Fig. 5). The thick
solid line in (a) depict the observed time series of surface buoy-
ancy flux from station Flux-PAM 3.
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linear, but the plot shows only a limited range of (dU/
dz)(Zi /w*) and there is some scatter. Small dots in Fig.
7 show results at other times during the simulations.
These show that the results effectively populate the pa-
rameter space and that the linear trend shown for the
onset of breaking up (shown by the symbols) is not due
to a linear relationship between the ordinate and ab-
scissa variables in Fig. 7 at all times.

4. The effect of rolls on boundary layer variability
and the deepening of the moist convection

It is known that interaction between convergence
zones and convective rolls can play an important part in
the initiation of deep convection, and in the absence of
other significant sources of convergence, deep convec-
tion can be initiated from boundary layer rolls. In this
section the control case (C1) is compared with a nonroll
case (C0). This nonroll case is initialized with no wind,
no geostrophic wind shear, and no wind forcing. The
effects of the rolls on boundary layer variability and the
implications of this variability on CIN (and so the deep-
ening of the moist convection) are examined. Finally
the modeled development of moist convection in C1
and C0 is compared.

a. Rolls and boundary layer variability

Figure 8 shows the PDFs of the equivalent potential
temperature, water vapor mixing ratio, and vertical ve-
locities at the different CBL heights (i.e., 0.3, 0.7 and 1.0

Zi) from the control run (C1) and the nonroll run (C0)
at 1100 LT, as clouds had just started to form (see Fig.
12). To compare the “tails” of the PDFs, a logarithmic
scale is used for the y axis. In both the roll and the
nonroll simulations updrafts tended to be warm and
moist (i.e., high �e), and downdrafts cool and dry (e.g.,
Fig. 3). Overall, the distributions of water vapor mixing
ratios show more significant variations with respect to
their means (1.0–2.2 g kg�1) than those of virtual po-
tential temperature (not shown, 0.3 � 0.5 K). This is
because moisture fields have greater vertical gradient
than the virtual potential temperature fields (e.g.,
Mahrt 1976; Weckwerth 1996). From 0.3 to 0.7 Zi the
distribution of Q is negatively skewed, with the peak of
the distribution close to its right-hand side. At 1.0 Zi the
Q distribution becomes much flatter because of the en-
trainment of the warm and dry air from above the CBL.
The skewness decreases with increasing altitude, which
is agreement with Couvreux et al. (2005). Similarly, the
PDFs of equivalent potential temperature (Figs. 8b,e,h)
are negatively skewed at 0.7 Zi, flatter at 1.0 Zi and
more symmetric at 0.3 Zi.

The distribution of vertical velocity (Figs. 8c,f,i) is
positively skewed within the CBL, which is consistent
with other LEM studies of surface heating–driven PBL
(Moeng and Wyngaard 1988). Moeng and Rotunno
(1990) found that this was because there are fewer but
stronger updrafts with the subsidence between them at
the top of the PBL than at lower levels. The roll con-
vection leads to more symmetric PDFs of vertical ve-
locity than the nonroll convection; the nonroll convec-
tion has fewer, but stronger, updrafts and more, but
weaker, downdrafts. This nonroll convection is there-
fore similar to that described by Couvreux et al. (2005),
with narrow plumes of ascending air with broader re-
gions of weak descent.

Low in the CBL (0.3 Zi) the differences in updrafts
between the roll and nonroll cases are small, but there
are more strong downdrafts in the roll convection than
in the nonroll convection. These downdrafts tend to be
moister. Higher in the CBL (0.7 Zi), the differences in
updrafts between the roll case and the nonroll case be-
come more significant. In the nonroll case, there are
stronger updrafts than in the roll case, and these strong
updrafts are moister and have higher equivalent poten-
tial temperatures. The results of Figs. 8 and 9 show the
occurrence of stronger buoyant moist updrafts without
rolls before 1130 LT. The differences in downdrafts are
similar to those in the lower CBL, with roll convection
giving more strong downdrafts. At the top of the CBL
(1.0 Zi), the updrafts in the nonroll convection again
tend to be stronger, while the downdrafts in the roll
convection become drier than those of the nonroll con-

FIG. 7. The modeled variation of �Zi /L required for the initia-
tion of the dissipation of rolls (i.e., when linearity starts to de-
crease) from runs with different geostrophic wind shears (tri-
angles and circles) and different surface heat fluxes (stars and big
dots). Circles and big dots present the values at 1018 LT. Results
from other times during the simulations are shown by small dots.
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vection (Figs. 8a–c). This nonroll convection again
agrees with the model described by Couvreux et al.
(2005), with only the strongest updraft plumes persist-
ing to the top of the CBL. In summary, the differences
in the CBL variabilities between the roll and nonroll
case are most significant at the top of the CBL, with
stronger moist updrafts (with high values of �e) existing
in the nonroll convection.

After 1130 LT, when clouds had almost reached their
maximum height (section 4b) the maximum of vertical
velocities were larger for the roll case, and the maxi-
mum of equivalent potential temperatures were larger
for the nonroll convection (Fig. 9). To check whether
these differences were from the differences in the
model spinups between C1 (rolls) and C0 (nonrolls), C1
was rerun forcing the mean horizontal wind to be zero
after the spinup period (i.e., after 1000 LT). This gave a
nonroll case with a spinup period identical to the roll
case (C1) after an approximately 15-min adjustment.
This gave very similar variations in �emax and wmax to
the standard nonroll run, showing that the differences
presented in Fig. 9 are not from different model spin-
ups.

Figure 10 shows how updrafts lift the top of the CBL
and correspond to regions of low CIN, while down-
drafts correspond to larger values of CIN. To compute

CIN, the instantaneous virtual potential temperature
field from the model simulation is taken as the envi-
ronment profile, ��e, air parcels, which are lifted from
the surface level are considered and a pseudoadiabatic
process is assumed in calculating the parcel virtual po-
tential temperature ��p. In the roll case, the convection
is more regularly organized, with more strong down-
drafts. Updrafts give lower CIN since they lift the lid at
the top of the CBL and since the source air tends to be
warmer and moister than average.

To evaluate the relative contributions from the varia-
tions in the source air and the variations in the profile,
the CIN was calculated using three different methods
(Fig. 11). Method 1 calculated CIN for each column
within the model, with the source air coming from the
lowest model level. Method 2 used the mean model
profile, but with source air parcels from the lowest
model level, and method 3 used mean values of tem-
perature and Q from the lowest model level for the
source air. Therefore, method 1 allowed both variations
in the source air and the profile, method 2 allowed only
variations in the source air to contribute, and method 3
allowed only the variations in the profile to affect CIN.

Rolls give fewer strong moist updrafts and more
strong downdrafts (Fig. 8) and Fig. 11a shows that this
leads to more high CIN values (�11.5 J kg�1) with rolls,

FIG. 8. The PDFs of (a), (d), (g) mixing ratio; (b), (e), (h) equivalent potential temperature;
and (c), (f), (i) vertical velocity from the control run C1 (black lines) and run C0 (gray lines).
All are at 1100 LT and from Z � 0.3Zi in (g), (h), (i); Z � 0.7Zi in (d), (e), (f); and Z � 1.0Zi

in (a), (b), (c).
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and more very low CIN values (�2 J kg�1) without
rolls. Figures 11b,c show that the variability in the
source air, caused by the boundary layer convection,
dominates the modeled variations in CIN for both the
roll and nonroll cases. The variability in the model pro-
file, with the raised lid at the top of the CBL in con-
vective updrafts, has a significant, but smaller, contri-
bution. This lifting has larger effects for the nonroll case
than the roll case (Fig. 11c), and the variability in the
source air has larger effects in the roll case (Fig. 11b).

b. The deepening of the convection

Section 4a shows the effects of rolls on BL variability
and CIN. In this section the modeled development of
the deeper moist convection is investigated. As already
noted, deep moist convection was not observed on this
day, but there was sufficient CAPE to allow a transition
from the boundary layer cumulus in the LEM to moist
convection of a moderate depth, with cloud tops at ap-

proximately 2.7 km. Clouds developed from a cloud
base approximately 900 m and the cloud fraction
reached approximately 15%.

Figure 12 shows that the modeled clouds deepened
approximately 15 min earlier in the nonroll case (en-
sembles of simulations were used to ensure that results
were robust to changing the random numbers used to
initialize the runs). However, in the roll case clouds
deepen slightly more rapidly than in the nonroll case, so
the cloud tops reach 2.7 km at approximately the same
time. To allow deeper convection to form, C1 and C0
were rerun with the CAPE increased. This was
achieved by cooling the initial potential temperature
profile above the height where the CIN vanished by 2
K, and allowed the cloud tops to reach 4 km. Again the
nonroll case gave deep moist convection earlier than
the roll case (Fig. 12 “cold”). The results were also
robust to removing the relaxation to the observed pro-
files applied over the first three hours of the simula-
tions. These results, with earlier deep moist convection

FIG. 9. Time variations of the modeled (a) maximum of equivalent potential temperature
and (b) maximum of vertical velocity from the 3D model field.
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without rolls, are consistent with section 4a, which is
consistent with nonroll convection giving stronger up-
drafts with lower values of CIN. After 1130 LT, the
rolls gave stronger maximum updrafts (but still lower
maximum equivalent potential temperatures), but at
this time the clouds had almost reached their maximum
height (Figs. 9 and 12). This suggests that, for a differ-
ent case with more CAPE, roll convection may allow a
more rapid growth of convection after the initial stage
in the cloud development.

5. Conclusions

Convective rolls, and the thermodynamic variability
associated with rolls, have been studied using three-

dimensional LEM simulations. Although the precise
time development of the modeled boundary layer dif-
fers slightly from that observed (after 3 h the modeled
boundary layer is approximately 0.4 K warmer and 0.2
g kg�1 drier than observed), the modeled temperature,
humidity, and vertical velocity fluctuations are in good
agreement with those observed. Both the simulations
and the observations show that the roll convection is
characterized by narrow warm and moist updrafts and
broader drier downdrafts. Increasing the model hori-
zontal grid spacings from 100 to 500 m gave very similar
bulk properties of the CBL, but smaller tails to the
PDFs of virtual potential temperature, Q, and vertical
velocities. Increasing the grid spacing to 1 km gave

FIG. 10. Instantaneous x–z cross sections of the CIN, buoyancy, and vertical velocity at 1018
LT for (a) the roll case and (b) the nonroll case. The dashed lines show the CIN; the solid and
dotted contours show the updrafts and downdrafts with 0.3 m s�1 contour intervals; buoyancy
(��p � ��e) is shaded.
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FIG. 11. PDFs of CIN from the roll case (black lines) and the nonroll case (gray lines) at
1018 LT, using three methods: (a) method 1 (standard calculation), (b) method 2 (using the
mean profile), and (c) method 3 (using the mean source air).

FIG. 12. Time variations of the cloud top for the rolls case (thin lines, C1) and nonroll case
(thick lines, C0). Mean values from the 8-member ensembles are shown, with each member of
the ensemble using different random numbers to initialize the run. Results from the cold
profile runs with increased CAPE are also shown (single runs not ensembles).
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much narrower PDFs than observed, since this grid
spacing did not resolve the convective rolls.

In accordance with the previous findings, rolls form
with moderate surface heat fluxes and some minimal
wind shear, and the model results show that the roll
formation is indeed sensitive to the magnitudes of the
surface heat flux and the geostrophic wind shear. The
results show that rolls start to decay when the value of
�Zi /L exceeds a value between 5 and 45, which is de-
pendent upon a nondimensionalized combination of
the low-level wind shear, the height of the CBL, and the
eddy velocity scale [i.e., (dU/dz)(Zi /w*)]. For larger
heat fluxes, rolls dissipate with larger �Zi /L, due to the
smaller values L in such cases. For larger geostrophic
wind shears, rolls decay with smaller values of �Zi /L
because of the larger values of L. For this SCMS case
the upper limit on the surface heat flux for the persis-
tence of rolls in the model is approximately 110 W m�2.
The model results also show that rolls form for geo-
strophic wind shears between 0.005 and 0.029 s�1 (i.e.,
boundary layer shears between 5 � 10�3 s�1 and 6 �
10�3 s�1), which is consistent with previous studies.

To investigate the significance of boundary layer rolls
for the initiation of deep convection, boundary layer
variability was compared for roll and nonroll simula-
tions, which were identical except for the wind and the
wind shear used. In both cases the variability in the
temperature and humidity of the source air dominated
the contribution made by the variability of the profile
to the variability in CIN. Therefore, in this case at least,
it is the variability in boundary layer thermodynamic
properties, rather than the lifting of the CBL top by
boundary layer convection that is most significant for
the reduction of CIN. This highlights the importance of
accurately parameterizing such variability in NWP
models, which do not resolve this boundary layer con-
vection.

The distribution of vertical velocity is positively
skewed for both roll and nonroll cases. However, PDFs
of vertical winds were more symmetrical in the roll
case, while the nonroll case gave stronger moist up-
drafts, with larger areas of weak downdrafts. These dif-
ferences became more significant at the higher altitudes
within the CBL. As a result of these warmer moister
updrafts, the nonroll convection had the lowest mini-
mum values of CIN, which allowed cloud-top heights to
increase approximately 15 min earlier than in the roll
case. It should be noted that in this case limited CAPE
meant that both roll and nonroll cases gave similar
maximum cloud-top heights of only approximately 2700
m (and 4000 m in a run with a modified profile). There-
fore, for cases with deeper convection, other processes
may dominate, such as the differences in entrainment

into clouds initiated from rolls and from nonlinearly
organized convection. These processes are, however,
outside the scope of this particular study.
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